
ISSN 1990-4789, Journal of Applied and Industrial Mathematics, 2023, Vol. 17, No. 4, pp. 828–841. © Pleiades Publishing, Ltd., 2023.
Russian Text © The Author(s), 2023, published in Sibirskii Zhurnal Industrial’noi Matematiki, 2023, Vol. 26, No. 4, pp. 109–124.
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Abstract—We study the system of equations obtained on the basis of the relativistic Schrödin-
ger equation and relating the potential, amplitude, and phase functions. Using the methods
of the theory of consistency of systems of partial differential equations, we obtain completely
integrable systems that relate only two functions of the above three. The systems found are
related by Bäcklund transformations.
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INTRODUCTION

Methods of group analysis of differential equations [1–4], the method of differential substitu-
tions [5], and, more generally, the method of Lie–Bäcklund transformations [6, 7] in the jet space
of the extended equation [8, 9] are used to construct exact solutions of differential equations,
study their symmetry properties and search for conservation laws. In practice, as a rule, there
are more particular cases of Lie–Bäcklund transformations—differential correspondences between
two systems of differential equations, called Bäcklund transformations [10–12]. Such correspon-
dences represent a differential connection between two systems of differential equations that al-
lows one, using a known solution of one system, to constructively find a solution of the second
system. Bäcklund transformations for certain equations usually have a name: Laplace cascade
method, Euler–Darboux transformation, Bianchi transformation, Mutard transformation, Hirota
bilinear method, etc. [2–4, 13, 14]. For example, the Hopf–Cole transformation connects the
heat equation and the Burgers equation [15]. The Miura transformation connects mKdV and
KdV [16]. Note that, as a rule, the direct and inverse Bäcklund transformations have different
qualitative properties. For example, the Hopf–Cole differential substitution u = 2vx/v transfor-
mations the heat equation vt = vxx into the Burgers equations ut = uux + uxx, and the reverse
transition is associated with nonlocal resolution v = exp(− 1

2

´
udx). The sweep method is based

on the Hopf–Cole transformation [17]. Using this replacement, general solutions of differential
equations and systems of second-order differential equations were found for horizontally layered
media. Bäcklund transformations are used in constructing soliton solutions of nonlinear equations,
studying symmetries and conservation laws, and are also the most important tool in the study of
partial differential equations and represent mappings connecting different solutions of these equa-
tions [13]. Early studies of such mappings for the nonlinear Schrödinger equation can be found
in [22–24]. The interest in Bäcklund transformations is also due to the discovered connections
with quantum integrable systems and the phenomenon of separation of variables [25, 26]. Find-
ing Bäcklund correspondences for actual equations of mathematical physics is a labor-intensive
independent task. Examples of Bäcklund transformations and their applications can be found
in [13, 14, 27].
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BÄCKLUND TRANSFORMATIONS 829

Fig. 1. Eliminating one of the functions U , R, and S from relation (1).

1. STATEMENT OF THE PROBLEM

Let us consider the Klein–Gordon–Fock equation [28] (relativistic Schrödinger equation)

Wtt =Wxx + UW, (1)

where W = ReiS, i is the imaginary unit, and U , R, and S are some real-valued functions of the
variables t and x. For brevity, we use the notation Wt = ∂W

∂t
, Wtt = ∂2W

∂t2
, Wx = ∂W

∂x
, Wxx =

∂2W
∂x2 , etc. for partial derivatives. The functions U , R, and S are called potential, amplitude, and
phase, respectively. We consider the problem of eliminating one of the functions U , R, and S
from relation (1). Such transformations are part of the general theory of overdetermined systems
of partial differential equations. Conventionally, such transformations can be expressed by the
diagram in Fig. 1, where [R,U ], [U, S], and [R,S] denote systems of differential equations obtained
by eliminating the functions S, R, and U from the Eq. (1), arrows a, b, and c correspond to the
exclusion of functions R, S, and U from Eq. (1), and arrows α, β, and γ, essentially, are Bäcklund
transformations.

Note that a similar problem was considered in [29] for the classical Schrödinger equation.
Equation (1) for a complex-valued function W is equivalent to two real equations in the form of

the system
Rtt −RS2

t = Rxx −RS2
x + UR,

2RtSt +RStt = 2RxSx +RSxx.
(2)

In this paper, we derive the differential relations [U, S] (Theorem 1), containing only the func-
tions U and S, and the relations [U,R] (Theorem 2), containing only the functions U and R. In this
case, we use the consistency theory algorithm of bringing the overdetermined system into involution.
The transition from the relation [U, S] to the relation [U,R] is carried out by introducing differential
relations for the function R and, in fact, represents a Bäcklund transformation [10]. The inverse
transition from the relation [U,R] to the relation [U, S] is carried out by introducing differential
relations for the function S and represents the inverse Bäcklund transformation.

If we assume that the functions U and R in (2) are known, then this will be an overdetermined
system for the function S. If U and S are known, then this will be an overdetermined system
for the function R. In each of these cases, system (2) is solvable under additional conditions—
consistency conditions for the known functions. The main goal of the present paper work is to find
these consistency conditions. As a corollary, we obtain completely integrable systems the solution
of which yields an exact solution of Eq. (1).

Examples of constructing exact solutions for the system [R,S] are given. Reconstructing the
function U from the amplitude R and phase S amounts to solving the inverse problem, where, given
a scattered particle/wave with parameters (R,S) one can reconstruct the shape of the potential
well U .

All functions considered are assumed to be analytic.
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830 NESHCHADIM, SIMONOV

2. TRANSFORMATION a—ELIMINATING THE FUNCTION R FROM SYSTEM (2)

Let us rewrite (2) in the form

Rtt = Rxx +R(S2
t − S2

x + U), Rt = Rx

Sx

St

+R
Sxx − Stt

2St

. (3)

The following theorem holds.

Theorem 1. Let functions A, B , C , D0 , D1 , E0 , E1 , F0 , F1 , G0 , G1 , H0 , and H1 be defined
based on the functions S = S(t, x) and U = U(t, x) by the following recurrence system of relations:

A = S2
t − S2

x + U, B =
Sx

St

, C =
Sxx − Stt

2St

, (4)

D1 =
Bt + 2BC +BBx

1−B2
,

D0 =
BCx + Ct + C2 −A

1−B2
,

(5)

E1 = Bx +BD1 + C,

E0 = Cx +BD0,
(6)

F1 = D1t +D1E1 +D0B,

F0 = D0t +D1E0 +D0C,
(7)

G1 = E1x + E1D1 + E0,

G0 = E0x + E1D0,
(8)

H0 =
G0 − F0

F1 −G1

,

H1 = BH0 + C.

(9)

Then the functions (S,U,R), where

1. The functions (S,U) are a solution of the equation

H1x = H0t,

2. The function R is a solution of the system

Rx = H0R,

Rt = H1R,

which is consistent by virtue of item 1,

are a solution of system (2), and consequently, W = ReiS is a solution of the Klein–Gordon equation
(1) with the potential U .

Proof. By virtue of the notation in (4), system (3) takes the form

Rtt = Rxx +AR,

Rt = BRx + CR.
(10)

From the second relation in (10) we find

Rtx = BxRx +BRxx + CxR+ CRx = BRxx + (Bx + C)Rx + CxR, (11)
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Rtt = BtRx +BRtx + CtR+ CRt

by virtue of (10)

= BtRx +BRtx + CtR+ CBRx + C2R

= BRtx + (Bt +BC)Rx + (Ct + C2)R

by virtue of (11)

= B2Rxx +B(Bx + C)Rx +BCxR+ (Bt +BC)Rx + (Ct + C2)R

= B2Rxx + (Bt + 2BC +BBx)Rx + (BCx + Ct + C2)R. (12)

From (10) and (12) we obtain

Rxx +AR = B2Rxx + (Bt + 2BC +BBx)Rx + (BCx + Ct + C2)R,

Rxx =
Bt + 2BC +BBx

1−B2
Rx +

BCx + Ct + C2 −A

1−B2
R.

By virtue of the notation in (5),
Rxx = D1Rx +D0R. (13)

By virtue of (13), relation (11) takes the form

Rtx = BD1Rx +BD0R+ (Bx + C)Rx + CxR = (BD1 +Bx + C)Rx + (BD0 + Cx)R.

By virtue of the notation in (6),
Rtx = E1Rx + E0R. (14)

From (13) we find
Rxxt = D1tRx +D1Rtx +D0tR+D0Rt.

By virtue of (10) and (14),

Rxxt = D1tRx +D1(E1Rx + E0R) +D0tR+D0(BRx + CR)

= (D1t +D1E1 +D0B)Rx + (D0t +D1E0 +D0C)R.

By virtue of the notation in (7),
Rxxt = F1Rx + F0R. (15)

From (14) we find
Rtxx = E1xRx + E1Rxx + E0xR+ E0Rx.

By virtue of (13),

Rtxx = E1xRx + E1(D1Rx +D0R) + E0xR+ E0Rx = (E1x + E1D1 + E0)Rx + (E0x + E1D0)R.

By virtue of the notation in (8),
Rtxx = G1Rx +G0R. (16)

From (15) and (16) we find

F1Rx + F0R = G1Rx +G0R, Rx =
G0 − F0

F1 −G1

R.

By virtue of the notation in (9),
Rx = H0R. (17)

By virtue of (17), the second relation in (10) takes the form

Rt = (BH0 + C)R.
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By virtue of the notation in (9),
Rt = H1R. (18)

From (17) and (18), by virtue of the consistency condition Rtx = Rxt, we obtain

H1xR+H1Rx = H0tR+H0Rt.

By virtue of (17) and (18),
H1xR+H1H0R = H0tR+H0H1R;

that is,
H1x = H0t. (19)

Relation (19) is the desired relation for the functions S and U . When it holds true, the function R
is found from the joint system (17), (18).

The proof of the theorem is complete. □

3. TRANSFORMATION b—ELIMINATING THE FUNCTION S FROM SYSTEM (2)

The following assertion holds.

Theorem 2. Let the functions A, B1 , B2 , D1 , D2 , D3 , D4 , E1 , E2 , E3 , E4 , F1 , F2 , F3 , F5 ,
F6 , F7 , F8 , G1 , G2 , G3 , G4 , H1 , H3 , H5 , H6 , H7 , H8 , ψ , and φ be defined based on the functions
R = R(t, x) and U = U(t, x) by the following recurrence system of relations:

A =
Rtt −Rxx

R
− U, B1 = 2

Rx

R
, B2 = −2

Rt

R
, (20)

D1 =
At

2A
, D2 = −B2

A
, D3 =

Ax

2A
, D4 = −B1

A
, (21)

E1 = D3 −AD4,

E2 = D4,

E3 = D1,

E4 = D2,

(22)

F1 = E1x + E3D1 + E2
1 − 2AE3E4,

F2 = E3D2,

F3 = E2x + E4D1 + 4E1E2 − 2E3E4 − 2AE2
4 ,

F5 = E4D2 + 2E2
4 ,

F6 = E3x + E3D3 + E1E3,

F7 = E4x + E3D4 + E4D3 + 3E1E4 + 3E2E3,

F8 = E4D4 + 5E2E4,

(23)

G1 = E3 −AE4,

G2 = E4,

G3 = E1,

G4 = E2,

(24)

H1 = D1t +D3E1 +D1G1 − 2AD4G3,

H3 = D2t +D3E2 +D4E1 +D1G2 + 3D2G1 − 2AD4G4 + 2D4G3,

H5 = D4E2 + 3D2G2 + 2D4G4,

H6 = D3t +D3E3 +D1G3,

H7 = D4t +D3E4 +D4E3 +D1G4 + 3D2G3 + 2D4G1,

H8 = D4E4 + 3D2G4 + 2D4G2,

(25)
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ψ =
√
w2 −A,

φ =
√
A+ ψ2,

where w is a solution of the tenth degree algebraic equation(
(H1−F1)w−F2w

2+(H3−F3)w
3+(H5−F5)w

5
)2

= (w2−A)
(
(H6−F6)+(H7−F7)w

2+(H8−F8)w
4
)2
.

Then the functions (R,U, S), where

1. The functions (R,U) are a solution of the equation

φt = ψx,

2. The function S is a solution of the system

St = φ,

Sx = ψ,

consistent by virtue of item 1,

are a solution of system (11), and consequently, W = ReiS is a solution of the Klein–Gordon
equation (1) with the potential U .

Proof. We eliminate the function S from (2),

S2
t =

Rtt −Rxx

R
− U + S2

x, Stt = Sxx + 2
Rx

R
Sx − 2

Rt

R
St. (26)

By virtue of the notation in (20), system (26) takes the form

St =
√
A+ S2

x, Stt = Sxx +B1Sx +B2

√
A+ S2

x. (27)

From the first relation in system (27) we find

Stx =
Ax + 2SxSxx

2
√
A+ S2

x

, (28)

Stt =
At + 2SxStx

2
√
A+ S2

x

by virtue of (28)

=
At

2
√
A+ S2

x

+
Sx√
A+ S2

x

Ax + 2SxSxx

2
√
A+ S2

x

=
At

2
√
A+ S2

x

+
SxAx

2(A+ S2
x)

+
S2
xSxx

A+ S2
x

. (29)

By virtue of (29) and the second relation in (27), we obtain

At

2
√
A+ S2

x

+
SxAx

2(A+ S2
x)

+
S2
xSxx

A+ S2
x

= Sxx +B1Sx +B2

√
A+ S2

x,

ASxx

A+ S2
x

=
At

2
√
A+ S2

x

+
SxAx

2(A+ S2
x)

−B1Sx −B2

√
A+ S2

x,

Sxx =
At

2A

√
A+ S2

x +
Ax

2A
Sx −

B1

A
(A+ S2

x)Sx −
B2

A
(A+ S2

x)
3/2.
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Further, we will write all relations in the form

f(w) + Sxg(w),

where w =
√
A+ S2

x and f and g are rational functions of w. By virtue of this convention,

Sxx =
At

2A
w − B2

A
w3 + Sx

(
Ax

2A
− B1

A
w2

)
.

By virtue of the notation in (21), system (27) has been reduced to the form

St = w,

Sxx = D1w +D2w
3 + Sx

(
D3 +D4w

2
)
.

(30)

Let us compose the consistency condition (St)xx = (Sxx)t.
By virtue of system (30), relation (28) takes the form

Stx =
Ax

2
w−1 + Sxw

−1Sxx

=
Ax

2
w−1 + Sx

(
D1 +D2w

2 + Sx(D3w
−1 +D4w)

)
=
Ax

2
w−1 + Sx(D1 +D2w

2) + S2
x(D3w

−1 +D4w)

(by virtue of relation S2
x = w2 −A)

=
Ax

2
w−1 + Sx(D1 +D2w

2) + (w2 −A)(D3w
−1 +D4w)

=
Ax

2
w−1 + Sx(D1 +D2w

2) +D3w +D4w
3 −AD3w

−1 −AD4w

=

(
Ax

2
−AD3

)
w−1 + (D3 −AD4)w +D4w

3 + Sx(D1 +D2w
2).

By virtue of the notation in (21),

Ax

2
−AD3 =

Ax

2
−A

Ax

2A
= 0.

By virtue of the notation in (22),

Stx = E1w + E2w
3 + Sx(E3 + E4w

2). (31)

Since St = w, we have
wx = E1w + E2w

3 + Sx(E3 + E4w
2).

From (31) we find

Stxx = E1xw + E2xw
3 + Sx(E3x + E4xw

2) + Sxx(E3 + E4w
2) + (E1w + 3E2w

2 + 2E4Sxw)wx

= E1xw + E2xw
3 + Sx(E3x + E4xw

2) + (E3 + E4w
2)
(
D1w +D2w

3 + Sx(D3 +D4w
2)
)

+ (E1w + 3E2w
2 + 2E4Sxw)

(
E1w + E2w

3 + Sx(E3 + E4w
2)
)

= E1xw + E2xw
3 + Sx(E3x + E4xw

2) + E3D1w + E3D2w
2 + E4D1w

3 + E4D2w
5

+ Sx(E3D3 + E3D4w
2 + E4D3w

2 + E4D4w
4) + E2

1w + E2E1w
3 + 2E1E4w

2Sx

+ E1E2w
3 + 3E2

2w
5 + 2E2E4Sxw

4
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+ Sx(E1E3 + E1E4w
2 + 3E2E3w

2 + 3E2E4w
4) + S2

x(2E3E4w + 2E2
4w

3)

= (E1x + E3D1 + E2
1)w + E3D2w

2 + (E2x + E4D1 + 4E1E2)w
3 + E4D2w

5

+ Sx

[
E3x + E4xw

2 + E3D3 + E3D4w
2 + E4D3w

2 + E4D4w
4 + 2E1E4w

2 + 2E2E4w
4

+ E1E3 + E1E4w
2 + 3E2E3w

2 + 3E2E4w
4
]
+ S2

x(2E3E4w + 2E2
4w

3)

= (E1x + E3D1 + E2
1)w + E3D2w

2 + (E2x + E4D1 + 4E1E2)w
3 + E4D2w

5

+ Sx

[
(E3x + E3D3 + E1E3) + w2(E4x + E3D4 + E4D3 + 3E1E4 + 3E2E3)

+ w4(E4D4 + 5E2E4)
]
+ (w2 −A)(2E3E4w + 2E2

4w
3)

= (E1x + E3D1 + E2
1 − 2AE3E4)w + E3D2w

2

+ (E2x + E4D1 + 4E1E2 − 2E3E4 − 2AE2
4)w

3 + (E4D2 + 2E2
4)w

5

+ Sx

[
(E3x + E3D3 + E1E3) + w2(E4x + E3D4 + E4D3 + 3E1E4 + 3E2E3)

+ w4(E4D4 + 5E2E4)
]
.

By virtue of the notation in (23),

Stxx = F1w + F2w
2 + F3w

3 + F5w
5 + Sx(F6 + F7w

2 + F8w
4). (32)

Further, we find

wt =
At + 2SxStx

2w

by virtue of (31),

=
At

2w
+
Sx

w

(
E1w + E2w

3 + Sx(E3 + E4w
2)
)

=
At

2w
+ Sx(E1 + E2w

2) +
S2
x

w
(E3 + E4w

2)

=
At

2w
+ Sx(E1 + E2w

2) +
w2 −A

w
(E3 + E4w

2)

=
At

2w
+ Sx(E1 + E2w

2) + E3w + E4w
3 − AE3

w
−AE4w

=

(
At

2
−AE3

)
w−1 + (E3 −AE4)w + E4w

3 + Sx(E1 + E2w
2)

by virtue of (21) and (22),

= (E3 −AE4)w + E4w
3 + Sx(E1 + E2w

2).

By virtue of the notation in (24),

wt = G1w +G2w
3 + Sx(G3 +G4w

2).

Further, from the second relation in (30), we find (Sxx)t,

Sxxt = D1tw +D2tw
3 + Sx(D3t +D4tw

2) + Stx(D3t +D4tw
2) + (D1 + 3D2w

2 + 2SxD4w)wt

= D1tw +D2tw
3 + Sx(D3t +D4tw

2) + (D3 +D4w
2)
(
E1w + E2w

3 + Sx(E3 + E4w
2)
)

+ (D1 + 3D2w
2 + 2SxD4w)

(
G1w +G2w

3 + Sx(G3 +G4w
2)
)
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= (D1tw +D2tw
3) + (D3 +D4w

2)(E1w + E2w
3) + (D1 + 3D2w

2)(G1w +G2w
3)

+ 2S2
xD4w(G3 +G4w

2) + Sx

[
(D3t +D4tw

2) + (D3 +D4w
2)(E3 + E4w

2)

+ (D1 + 3D2w
2)(G3 +G4w

2) + 2D4w(G1w +G2w
3)
]

= D1tw +D2tw
3 +D3E1w +D3E2w

3 +D4E1w
3 +D4E2w

5

+D1G1w +D1G2w
3 + 3D2G1w

3 + 3D2G2w
5 + 2D4(w

2 −A)(G3 +G4w
2)w

+ Sx

[
D3t +D4tw

2 +D3E3 +D3E4w
2 +D4E4w

4)

+D1G3 +D1G4w
2 + 3D2G3w

2 + 3D2G4w
4 + 2D4G1w

2 + 2D4G2w
4
]

= w(D1t +D3E1 +D1G1 − 2AD4G3)

+ w3(D2t +D3E2 +D4E1 +D1G2 + 3D2G1 − 2AD4G4 + 2D4G3)

+ w5(D4E2 + 3D2G2 + 2D4G4) + Sx

[
(D3t +D3E3 +D1G3)

+ w2(D4t +D3E4 +D4E3 +D1G4 + 3D2G3 + 2D4G1)

+ w4(D4E4 + 3D2G4 + 2D4G2)
]
.

By virtue of the notation in (25),

Sxxt = H1w +H3w
3 +H5w

5 + Sx(H6 +H7w
2 +H8w

4). (33)

By virtue of (32) and (33), the consistency condition Stxx = Sxxt takes the form

(H1−F1)w−F2w
2+(H3−F3)w

3+(H5−F5)w
5+Sx

(
(H6−F6)+(H7−F7)w

2+(H8−F8)w
4
)
= 0. (34)

From relation (34) we find
Sx = ψ,

where ψ depends only on the functions R and U and their derivatives. Further, from the first
relation in (27) we obtain

St = φ,

where
φ =

√
A+ ψ2,

and it remains to compose the consistency condition

φx = ψt,

which is the desired relation upon the functions R and U .
Note that in order to find Sx from (34), it is necessary to compose the relation

(H1 −F1)w−F2w
2 + (H3 −F3)w

3 + (H5 −F5)w
5 = −Sx

(
(H6 −F6) + (H7 −F7)w

2 + (H8 −F8)w
4
)
,

square it,(
(H1−F1)w−F2w

2+(H3−F3)w
3+(H5−F5)w

5
)2

= S2
x

(
(H6−F6)+(H7−F7)w

2+(H8−F8)w
4
)2
,

substitute S2
x = w2 −A,(

(H1−F1)w−F2w
2+(H3−F3)w

3+(H5−F5)w
5
)2

= (w2−A)
(
(H6−F6)+(H7−F7)w

2+(H8−F8)w
4
)2

solve the resulting equation of degree 10 for w, and find

Sx =
√
w2 −A,

a function of R and U and their derivatives.
The proof of the theorem is complete. □
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4. TRANSFORMATION c—ELIMINATING THE FUNCTION U FROM SYSTEM (2)

From the first relation in (2), we find

U =
1

R
(Rtt −Rxx) + (S2

x − S2
t ). (35)

For the functions R and S there remains the second relation in system (2).

Stt − Sxx = 2

(
Rx

R
Sx −

Rt

R
St

)
. (36)

Example 1. If R and S are a pair of harmonically conjugate functions

Rt = Sx,

Rx = −St,

then (36) takes the form
Stt − Sxx = 0.

Consequently,
S = f(x+ t) + g(x− t),

where f and g is some function of a single argument. Then for the function R we have the system

Rt = f ′(x+ t) + g′(x− t),

Rx = −f ′(x+ t) + g′(x− t).

From the consistency condition Rtx = Rxt we obtain

f ′′(x+ t) + g′′(x− t) = 0.

Since x+ t and x− t are independent variables, we have

f ′′(x+ t) = λ, g′′(x− t) = −λ, λ = const

and

f =
λ

2
(x+ t)2 + a1(x+ t) + a0,

g = −λ
2
(x− t)2 + b1(x− t) + b0,

where a1, a0, b1, and b0 are some constants. Further, we find

S = 2λxt+ a1(x+ t) + b1(x− t) + a0 + b0.

From the system

Rt = Sx = 2λt+ a1 + b1,

Rx = −St = −2λx− a1 + b1

we find
R = λ(t2 − x2) + a1(t− x) + b1(t+ x) + a0 + c0,

where c0 is some constant. Using formula (3), we find U ,

U =
4λ

R
+ 4λ2(t2 − x2) + 4λ

(
t(a1 + b1) + x(b1 − a1)

)
+ 4a1b1.
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Thus, the functions

R = λ(t2 − x2) + a1(t− x) + b1(t+ x) + a0 + c0,

S = 2λxt+ a1(x+ t) + b1(x− t) + a0 + b0,

U =
4λ

R
+ 4λ2(t2 − x2) + 4λ

(
t(a1 + b1) + x(b1 − a1)

)
+ 4a1b1,

where a1, a0, b1, b0, and c0 are some constants, are a solution of system (2).

Example 2. Let

St = φ(R),

Sx = ψ(R),

where φ and ψ are some functions of a single argument. Then from the consistency condition
Sxt = Stx we obtain

φ′(R)Rx = ψ′(R)Rt.

Consequently, the function R is a solution of the implicit equation

tφ′(R) + xψ′(R) = f(R),

where f is some function of a single argument.
Equation (36) takes the form

φ′(R)Rt − ψ′(R)Rx =
2

R

(
ψ(R)Rx − φ(R)Rt

)
or (

ψ′(R) +
2ψ(R)

R

)
Rx =

(
φ′(R) +

2φ(R)

R

)
Rt.

The matrix  ψ′(R) φ′(R)

φ′(R) +
2φ(R)

R
ψ′(R) +

2ψ(R)

R


must be singular. Hence

ψ′(R)

(
ψ′(R) +

2ψ(R)

R

)
= φ′(R)

(
φ′(R) +

2φ(R)

R

)
.

Thus, the functions φ(R) and ψ(R) may not be arbitrary. They are connected by this relation. For
the function U we have formula (35),

U =
1

R
(Rtt −Rxx) +

(
ψ2(R)− φ2(R)

)
.

Conclusion. Let the functions φ(R) and ψ(R) be connected by the differential relation

ψ′2(R)− φ′2(R) =
1

R

((
φ2(R)

)′ − (ψ2(R)
)′)

. (37)

Then the functions R, S, and U are such that
1. R is a solution of the equation

tφ′(R) + xψ′(R) = f(R),

where f is some function of a single argument,
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2. S is a solution of the system

St = φ(R),

Sx = ψ(R),

which is consistent by virtue of item 1,
3.

U =
1

R
(Rtt −Rxx) +

(
ψ2(R)− φ2(R)

)
satisfy system (2).

Let us show that the general solution of Eq. (37) is given by the formulas

φ =
1

2

(
b+ exp

(
−
ˆ

b′

(Rb)′
dR

))
,

ψ =
1

2

(
b− exp

(
−
ˆ

b′

(Rb)′
dR

))
,

where b = b(R) is an arbitrary function.
Indeed, let us rewrite (10) in the form

R
(
φ′2 − ψ′2(R)

)
+ (φ2 − ψ2)′ = 0,

or
R(φ′ − ψ′)(φ′ + ψ′) +

(
(φ− ψ)(φ+ ψ)

)′
= 0.

Introduce the notation

a =
1

2
(φ+ ψ),

b =
1

2
(φ− ψ).

Then the equation takes the form
Ra′b′ + a′b+ ab′ = 0,

or
a′

a
+

b′

Rb′ + b
.

By integration we find

a = exp

(
−
ˆ

b′

(Rb)′
dR

)
and return to the functions φ and ψ.

CONCLUSIONS

It is apparently of interest to carry out a similar analysis of the equations relating the amplitude
and potential functions and the phase function for the multidimensional Schrödinger equation,
and also to apply the results obtained to nonlinear Schrödinger equations when the potential is
a function of amplitude, for example, for the cubic Schrödinger equation [13, 32]. We also note that
some results related to the constructive approach to the study of equations of mathematical physics
and their application to the search for coefficients and solutions can be found in [15, 16, 33–36].
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